
LOL NLP: 
an Overview of 

Computational Humor

Pavel Braslavski

05.03.2021



About myself

• Research/academia: Ural Federal University, Yekaterinburg/ HSE 
University, Moscow

• Past industrial experience: Yandex/SKB Kontur

• Recent research interests: question answering, fiction analysis, 
computational humor

Homepage: http://kansas.ru/pb/

2

http://kansas.ru/pb/


Humor is a promising area for studies of intelligence and its 
automation: it is hard to imagine a computer passing a rich Turing test 
without being able to understand and produce humor.

West & Horvitz, AAAI2019
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Humor at Alexa Prize competition 

…it’s amazing to see that now humor is coming in… Good sense of 
humor is a sign of intelligence in my mind and something very hard to 
do. 

Rohit Prasad
vice president and head scientist of Amazon Alexa 

in conversation with Lex Fridman, 14 December 2019

https://youtu.be/Ad89JYS-uZM
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Tell me which are funny, which are not – and which get a giggle first 
time but are cold pancakes without honey to hear twice. 

Robert Heinlein, The Moon Is a Harsh Mistress
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Motivation for Computational Humor 
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Humor…

• … detection

• … datasets

• … generation

• … evaluation
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Humor Detection
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Humor classifier [Mihalcea & Strapparava, 
2005]
• 16K one-liners/16K non-funny sentences

• Features: alliteration/rhyme, antonymy (WordNet), adult slang, 
content words

• Classifiers: NB and SVM
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Humor anchors [Yang et al., 2015]

• Humor features:
• incongruity, 

• ambiguity, 

• interpersonal effect (sentiment/subjectivity),

• phonetic style.

• ‘Humor anchors’ – structures enabling humorous effect
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Transformer Gets the Last Laugh 
[Weller and Seppi, 2019]
• 14K jokes from reddit:

• 16K one-liners:
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Shared Tasks & Datasets
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Detection and Interpretation of English Puns
SemEval-2017 Task 7 [Miller et al., 2017]
Two types of puns in the data:

• homophonic

• homographic

Tasks:

• Pun detection: binary classification of contexts

• Pun location: locate the punning word

• Pun interpretation: indicate WordNet senses of the punning words

Ten participating systems
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#HashtagWars 
SemEval-2017 Task [Potash et al., 2017]
From classification to ranking
Data: tweets related to a Comedy TV show with funniness scores (0, 1, 
2); 112 hashtags ‘topics’, 20-180 tweets per hashtag

Tasks:

• Pair-wise comparison of tweets

• Tweets ranking

Eight participating teams
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Humor in Edited News Headlines 
SemEval-2020 Task 7 [Hossain, 2020]
Data: 15k presumably funny news headlines 

Tasks:

• Estimate the funniness of headlines (0..3)

• Pair-wise comparison of headlines
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English Datasets
Dataset Description Reference

One-liners 16K one-liners / 16K 
headlines/proverbs/BNC

[Mihalcea & Strapparava, 
2005]

Pun of the Day 2,400 puns/ 2,400 headlines [Yang et al., 2015]

#HashTagWars 12K tweets for 112 hashtags, graded 
scores 

[Potash et al., 2017]

English Puns 4K (71% puns) + WN annotations [Miller et al., 2019]

Unfun.me 2.8K headline pairs (1.2K seeds), 
funny → serious edits

[West & Horvitz, 2019]

Humicroedit 15K headlines, serious → funny edits [Hossain et al., 2019]

FunLines 8K headlines, serious → funny edits [Hossain et al., 2020]

Reddit 13,884 not-funny / 2,025 funny jokes [Weller & Seppi, 2019]
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Russian Humor Datasets [Blinov et al., 2019]
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Humor Generation
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HAHAcronym

• Substitutions:
• semantic field oppositions; 

• rhyme and rhythm;

• for adjectives: antonym clustering and other semantic relations in WORDNET.

• Stock & Strapparava. HAHAcronym: A Computational Humor System, 
2005.
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Adult humor via lexical substitution 

• Sms corpus

• Lexical constraints:
• Similarly sounding/spelled words, 

the same POS

• Taboo words (700)

• End of the text, coherence 
(based on google book n-grams)

• Evaluation: crowdsourcing (100*3), 1..5 scale

• Valitutti et al. “Let Everything Turn Well in Your Wife”: Generation of 
Adult Humor Using Lexical Constraints, 2013.
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Examples
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Seq2pun [Yu et al., 2018]

• Homographic puns

• LSTM trained on a corpus
with explicitly disambiguated 
words
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Examples
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Pun generation with surprise [He & Liang, 
2019]
• Puns based on homophones

• Local vs global context
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Results
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Funny headline generation

[Horvitz et al., 2020]
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Examples
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Evaluation
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Humorous Response Generation using IR
[Blinov et al., 2017]

Data: 103 “funny Twitter accounts”; 300K tweets in total

Three Models (BM25, Query-Term Reweighting, doc2vec)

Evaluation: community question answering (CQA), lab settings.
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Responses & Evaluation Scores
Score Stimulus Response

3.00 Does evolution being a theory make it
subjective?

There is no theory of evolution, just a list of
creatures Chuck Norris allows to live.

2.67 Can you find oil by digging holes in your
backyard?

Things to do today: 1.Dig a hole 2. Name it
love 3. Watch people fall in it.

1.33 Why don't they put zippers on car doors? Sick of doors that aren't trap doors.

0.67 What if you're just allergic to working
hard?

You're not allergic to gluten.

0.33 What test do all mosquitoes pass? My internal monologue doesn't pass the
Bechdel test. :(
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Humor Evaluation
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Why Humor Evaluation?

● Massive generation ‘in the wild’ vs. few handcrafted rules.

● Evaluation is crucial for measuring progress.

● Can we get rid of subjectivity of crowdworkers? 
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Humor Evaluation [Braslavski et al., 2018]

• 30 dialog jokes from different sources

Q: Am I the coolest person in the world?
A: Nope. That person lives in Antarctica.

Q: How did the hipster burn his mouth? 
A: He ate a cookie BEFORE they were cool! 37



Evaluation Interface
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Evaluation Results
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Evaluation Results -2 

Highest variation native/no-native:

• Q: Why did 10 die?

• A: He was in the middle of 9/11

Q: How many programmers does it take to change a lightbulb?
A: NONE! That’s a hardware problem

Highest variation in male/female:

• Q: What is the meaning of life?
• A: All evidence to date suggests it is chocolate.
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Evaluation: Summary

• Crowdsourcing is suitable for humor evaluation.

• Age/language proficiency/gender influence joke ratings.

• Jokes degrade over time → re-using evaluation is questionable.
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Questions?
pbras@yandex.ru
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