
A bilingual seman-c engine to help search specialized fields of 
knowledge and transla-on equivalents from comparable scien-
-fic texts: design and implementa-on 

Diogo Monteiro,  Sílvia Araújo 1,2

  

1,2 University of Minho, Rua da Universidade, Braga, 4710-057, Portugal 

  
Abstract  
The technological revolution of the last decades has contributed to the consolidation of a new 
social paradigm known as knowledge society or information society [1]. This paradigm is 
reflected in a globalized and multilingual world, full of economic, commercial, political, so-
cial and cultural relations, where professional specialization is a necessity. In this context, 
specialized languages, with their specific vocabulary, structures and grammatical functions, 
have an important role to play. As a result of this new paradigm, we have a wealth of text in 
several areas of specialization, such as the academic field due to the promotion of Open Sci-
ence [2], which has received heavy national and European investment for the setting up of 
scientific repositories [3]. Despite the abundance of such material, however, the format and 
structure of these data have limitations in terms of textual processing. We therefore believe 
that it is important to repurpose the wealth of open access texts on the web, enhancing their 
usability and exploring their potential to a greater extent. It is in this context that the PortLin-
guE project emerges, which aims to create a portal for specialized languages. It is our objec-
tive to reuse the material available in these academic repositories to create a bilingual search 
engine capable of identifying translation equivalents from comparable texts. The design aims 
at a Google style use, that is, very intuitive for the user. The user will only have to enter the 
desired term and can have access to the translation equivalents of the searched term/expressi-
on. For the moment, the search is limited to Portuguese and English and to medical texts, but 
the integration of other languages and scientific areas is planned. In combination with the 
reutilization of open access texts, this is a pioneer idea, which will pose a significant and sti-
mulating challenge from a technical point of view. As a brief overview, our search engine will 
work with two major and innovative machine learning technologies, both of which will focus 
on a different problem. 

 
                       Figure 1: Summary of data flow 

Firstly, two BERT models [4], one for each language, will allow us to transform user queries 
and article texts into sentence vectors. The articles and respective vectors will be stored in a 
database and the vectors from the user queries will be used to check the semantic similarity 
[5] between the request and the data available in our database. At the end of this pipeline, we 



will be able to supply users with articles whose content is more relevant to their needs and, 
because the search is based on semantic context, we will be able to find adequate results even 
if the user has little to no knowledge of the specific vocabulary used in the area. A translation 
model is also used given the bilingual nature of the user request. The previous figure depicts 
a summary of every interaction where the Bert models are used. Secondly, we will implement 
a recommendation engine that will make use of the data we are able to extract from the arti-
cles retrieved in the previous BERT interaction. This engine will involve topic modeling with 
pre-trained machine learning models [6] and the identification of comparability metrics such 
as the number of views, citations or references. In turn, these metrics are used to help retrain 
the engine, in order to optimize the information retrieval process, i.e., to make the contents 
that the engine returns to the users as relevant as possible to their search. As for the project 
itself, the innovative aspect in terms of technology is the search engine, which manages to 
take comparable texts and make them parallel. It aims to solve three basic limitations: 1) in 
many scientific areas, it is difficult to find online texts aligned with their translations; 2) 
when such material exists, the translations are often of poor quality. It is therefore not only 
important but also useful to have a search engine which is capable of performing queries on a 
bilingual lexicon in an originally non-parallel corpus of academic texts; and 3) the amount of 
specific lexicon is too vast, which is why we chose to focus on a “semantic” search engine 
able to find results by context and not only specific keywords. This search engine is different 
from other platforms such as Google or Linguee in that it allows users to perform queries 
(mono and / or bilingual) in a more efficient and reliable environment in terms of documen-
tary sources. Once processed, the massive pool of open text data provides an excellent oppor-
tunity to extract specialized information in different languages [7]. This project, which brings 
together a multidisciplinary team (specialists in terminology, corpus linguistics, natural lan-
guage processing and artificial intelligence), aims to offer linguists a large-scale database of 
specialized language in use, teachers and their students an interesting didactic tool for tea-
ching and learning languages for specific purposes [8], and translators a useful cross-langua-
ge search tool that makes it easy to find translation equivalents [9] [10]. In view of the above, 
we firmly believe that this project would make an important contribution not only for acade-
mia but also for companies. In fact, we are in contact with several companies, in connection 
with the Multilingual Translation and Communication Master’s degree, which have already 
shown interest in having such a project, as it would help to streamline their language services 
(e.g. translation, technical writing, glossary building). Finally, we would like to stress that 
PortLinguE could also be a dissemination platform for emerging scientific areas, bringing the 
general public, and in particular schoolchildren, closer to science. 
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